Abstract—Compute-and-forward (C&F) is a promising new approach to interference management, enjoying several advantages over other information-theoretic schemes. C&F usually requires channel state information (CSI) at the receivers so that an “optimal” scaling factor can be computed for the purposes of decoding. In this paper, a blind C&F scheme—i.e., one not requiring CSI—is developed. Rather than attempting to compute the optimal scaling factor, this new scheme seeks one or more “good” scalars, i.e., scalars which allow correct decoding despite possibly being sub-optimal. The region of all such good scalars is characterized. To find a good scalar, a computationally efficient scheme is proposed, which involves error-detection, a hierarchically organized list, as well as a use of the Smoothing Lemma from lattice theory. Simulation results show that our blind C&F scheme achieves—for a class of nested lattice codes—the same throughput as its CSI-enabled counterpart, at the expense of, approximately, a two-fold increase in computational complexity in the high-throughput region. Moreover, our blind C&F scheme can be applied to multi-source multi-relay networks with a good performance/complexity tradeoff.
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I. INTRODUCTION

C OMPUTE-AND-FORWARD (C&F) is a promising new approach to physical-layer network coding [1]. It enables wireless relay nodes to compute linear combinations of concurrently transmitted messages directly from interfering signals. As shown in [1], for some wireless relay networks, C&F outperforms other relaying strategies (such as compress-and-forward, amplify-and-forward, and decode-and-forward) in certain SNR regions when channel state information (CSI) is available at the relay nodes. If CSI is also known at the transmitters, the performance of C&F can be greatly improved, achieving the full degrees of freedom for single-hop relay networks [2] providing constant-gap-to-capacity result for multi-hop relay networks [3], C&F can be further enhanced when wireless relays are equipped with multiple antennas [4].

In addition to wireless relay networks, C&F achieves competitive performance in many other practically-relevant wireless networks (such as distributed antenna systems and small-cell networks) compared to other information-theoretic schemes [5]. Also, C&F gives new rate regions for symmetric interference channels [6] and for many-to-one interference channels [7]. More importantly, C&F enjoys low-complexity decoding (even with off-the-shelf components) [8]–[13]. All of these make C&F particularly attractive for practical implementation. A recent survey of C&F can be found in [14].

In the simplest form of C&F, a relay node receives $y = \sum_\ell h_\ell x_\ell + z$, where $h_\ell$ are channel gains, and $x_\ell$ are points in a multidimensional lattice. Based on the fact that any integer combination of lattice points is again a lattice point, the relay node selects integer coefficients $a_\ell$ and a scalar $\alpha$, and then attempts to decode the lattice point $\sum_\ell a_\ell x_\ell$ from the scaled signal

$$\alpha y = \sum_\ell a_\ell h_\ell x_\ell + \alpha z = \sum_\ell a_\ell x_\ell + n_{\text{eff}}, \quad (1)$$

where $n_{\text{eff}} \triangleq \sum_\ell (a_\ell h_\ell - a_\ell) x_\ell + \alpha z$ is the so-called “effective noise.” The scalar $\alpha$ and integer coefficients $a_\ell$ are carefully chosen based on channel gains $h_\ell$ so that the effective noise is made (in some sense) small. Hence, the “optimal” scalar $\alpha$ and integer coefficients $a_\ell$ critically depend on CSI.

Prior work on C&F assumes that perfect CSI is available at the relay nodes. In reality, a relay node only has imperfect CSI or even no CSI at all. A conventional method of obtaining imperfect CSI is to apply training-based channel estimation. However, this method is not particularly suitable for C&F due to the following two reasons. First, C&F is sensitive to channel estimation error [15]. Second, the requirement of accurate CSI is quite demanding when the number of concurrent transmissions is large [16]. This motivates us to take a completely different approach that eliminates the need for CSI in C&F, hereafter called blind C&F.

A preliminary version of our blind approach is presented in [17], whose basic idea is as follows. Although the optimal scalar is nearly impossible to acquire without CSI, some “good” scalars (that allow correct decoding of linear combinations) can be obtained with a reasonable effort. The set of such good scalars turns out to be bounded and symmetric. Furthermore, when the underlying nested lattice codes of C&F are asymptotically-good (in the sense of [18]), the set of good scalars consists of a union of disks. Based on these properties of good scalars, we propose a blind C&F scheme in [17] that finds a good scalar by “probing” a list of points. This list is created in a hierarchical way in order to control the computational complexity.

In this work, we have greatly enhanced our previous blind approach by introducing two new strategies. The first strategy allows us to significantly reduce the complexity of the probing operation compared to [17]. This is achieved by using the...
Smoothing Lemma from lattice theory. The second strategy allows us to handle more general nested lattice codes without any increase in computational complexity. Based on these strategies, a new computationally-efficient blind C&F scheme is obtained. This scheme achieves almost the same performance as coherent C&F (its CSI-enabled counterpart) with a modest increase in computational complexity. In particular, our simulation results show that this scheme has roughly the same performance.

In this section, we briefly review coherent C&F, which serves as a natural benchmark for blind C&F. We begin with a single building block of coherent C&F, namely, a system of $L$ concurrent transmitters and a single receiver.

In such a system, each transmitter $\ell$ sends a length-$n$ complex vector $x_\ell \in \mathbb{C}^n$, which satisfies an average power constraint $E[\|x_\ell\|^2] \leq nP$. The receiver observes $y = \sum_{\ell=1}^L h_\ell x_\ell + z$, where $h_\ell \in \mathbb{C}$ are complex-valued channel gains and $z$ is i.i.d. circularly-symmetric complex Gaussian noise, i.e., $z \sim \mathcal{CN}(0, N_0 I_{n \times n})$. The goal of the receiver is to reliably recover a nontrivial linear combination of the transmitted messages based on the received signal $y$ and the channel gains $h_\ell$, which are assumed to be perfectly known at the receiver.

Nazer and Gastpar [1] proposed an effective coding scheme for the above coherent C&F system. Their scheme makes use of asymptotically-good nested lattice codes proposed by Erez and Zamir [18]. Since asymptotically-good nested lattice codes require very long block lengths and almost unbounded complexity, several practical C&F schemes have recently been developed (e.g., [8]–[13]). Here, we present a generic coherent C&F scheme following our previous work [8].

A. Lattices and Nested Lattice Codes

To describe our generic coherent C&F scheme, we need some definitions and notations related to complex lattices and nested lattice codes. More details can be found in [8]. Let $T$ be a discrete subring of $\mathbb{C}$ forming a principal ideal domain. Typical examples include Gaussian integers $\mathbb{Z}[i] = \{a + bi : a, b \in \mathbb{Z}\}$ and Eisenstein integers $\mathbb{Z}[\omega] = \{a + b\omega : a, b \in \mathbb{Z}, \omega = e^{2\pi i/3}\}$. A complex $T$-lattice $\Lambda$ of dimension $n$ is a discrete submodule of $\mathbb{C}^n$, i.e., $\Lambda = \{\sum_{i=1}^n r_i g_i : r_i \in T\}$ for some (linearly independent) basis vectors $g_1, \ldots, g_n \in \mathbb{C}^n$.

The nearest-neighbor-quantizer $Q^\text{NN}_\Lambda$ maps $\mathbb{C}^n \rightarrow \Lambda$ sends a point $x \in \mathbb{C}^n$ to a nearest lattice point in Euclidean distance, i.e.,

$$Q^\text{NN}_\Lambda(x) = \lambda \in \Lambda, \quad \text{if} \\forall \lambda' \in \Lambda : \|x - \lambda'\| \leq \|x - \lambda\|,$$  

(2)

where ties are broken in a systematic manner. The Voronoi cell $V_\lambda(\Lambda)$ associated with each $\lambda \in \Lambda$ is defined as the set of all points in $\mathbb{C}^n$ that are closest to $\lambda$, i.e., $V_\lambda(\Lambda) \triangleq \{x \in \mathbb{C}^n : Q^\text{NN}_\Lambda (x) = \lambda\}$. The cell $V_\lambda(0)$ associated with the origin is often referred to as the Voronoi region of $\Lambda$. The modulo-$\Lambda$ operation (associated with $Q^\text{NN}_\Lambda$) is defined as

$$x \mod \Lambda = x - Q^\text{NN}_\Lambda(x).$$  

(3)

Clearly, the modulo-$\Lambda$ operation always outputs a point in the Voronoi region of $\Lambda$.

A $T$-sublattice $\Lambda'$ of $\Lambda$ is a subset of $\Lambda$ which is itself a $T$-lattice. Two lattices $\Lambda'$ and $\Lambda$ are said to be nested if $\Lambda'$ is a sublattice of $\Lambda$. A nested lattice code $\mathcal{L}(\Lambda, \Lambda')$ consists of all the lattice points of $\Lambda$ inside the Voronoi region of $\Lambda'$, i.e.,

$$\mathcal{L}(\Lambda, \Lambda') = \Lambda \cap V_{\Lambda'}(0) = \{\lambda \mod \Lambda' : \lambda \in \Lambda\}.$$

(4)

In practice, for reasons of energy-efficiency, it is often useful to consider a translated version of nested lattice codes. For any fixed translation vector $d \in \mathbb{C}^n$ (which is also referred to as a fixed dither in the literature), a translated nested lattice code $\mathcal{L}(\Lambda, \Lambda', d)$ is defined as

$$\mathcal{L}(\Lambda, \Lambda', d) = (\Lambda + d) \cap V_{\Lambda'}(0) = \{(\lambda + d) \mod \Lambda' : \lambda \in \Lambda\}.$$

(5)

B. Encoding and Decoding

For a pair of nested lattices $\Lambda$ and $\Lambda'$, it is shown in [8] that there is a linear labeling $\phi : \Lambda \rightarrow W$ from lattice points in $\Lambda$ to messages in some message space $W$ satisfying two conditions:

1) a lattice point $\lambda$ receives label $0$ if and only if it belongs to the sublattice $\Lambda'$;
2) the labeling $\phi$ is $T$-linear, i.e., for all $r_1, r_2 \in T$ and all $\lambda_1, \lambda_2 \in \Lambda$, $\phi(r_1 \lambda_1 + r_2 \lambda_2) = r_1 \phi(\lambda_1) + r_2 \phi(\lambda_2)$.

In addition, there is an inverse map $\tilde{\phi} : W \rightarrow \Lambda$ from $W$ to $\Lambda$ satisfying two conditions:

1) for all $w \in W$, $\tilde{\phi}(\phi(w)) = w$;
2) for all $w \in W$, $\tilde{\phi}(w) + d$ is a codeword in the nested lattice code $\mathcal{L}(\Lambda, \Lambda', d)$, i.e., $\tilde{\phi}(w) + d \in V_{\Lambda'}(0)$.

Equipped with this linear labeling $\phi$ and the inverse map $\tilde{\phi}$, we can now describe our coherent C&F scheme. The transmitter $\ell$ sends the signal $x_\ell = \tilde{\phi}(w_\ell) + d$. The receiver aims to recover a nontrivial linear combination of the received signal $y$ and channel noise, i.e.,

$$y = \sum_{\ell} a_\ell x_\ell + \alpha z = \sum_{\ell} a_\ell (\tilde{\phi}(w_\ell) + d) + \alpha z = \sum_{\ell} a_\ell \tilde{\phi}(w_\ell) + \mathbf{n}_{\text{eff}},$$

(6)

where $\mathbf{n}_{\text{eff}} \triangleq \sum_{\ell}(\alpha h_\ell - \alpha x_\ell)x_\ell + \alpha z$ is the effective noise. In other words, the operation $y' = \alpha y - \alpha \mathbf{n}_{\text{sum}}$ induces a “virtual” point-to-point channel with channel input $\sum_{\ell} a_\ell \tilde{\phi}(w_\ell)$ and channel noise $\mathbf{n}_{\text{eff}}$. Since the labeling $\phi$ is $T$-linear, we have

$$\phi \left( \sum_{\ell} a_\ell \tilde{\phi}(w_\ell) \right) = \sum_{\ell} a_\ell \phi(\tilde{\phi}(w_\ell)) = \sum_{\ell} a_\ell w_\ell.$$

(7)
Hence, decoding is correct if and only if \( \varphi(Q_{NN}^{\text{eff}}(n_{\text{eff}})) = 0 \), or equivalently, \( Q_{NN}^{\text{eff}}(n_{\text{eff}}) \in \Lambda' \).

In many cases, the receiver has the freedom to choose the coefficients \( a_{\ell} \) and the scalar \( \alpha \). Intuitively, \( \alpha \) and \( a_{\ell} \) should be chosen to “minimize” the effective noise \( n_{\text{eff}} \). In fact, as shown in [1] and [8], this amounts to solving the following optimization problem:

\[
\text{maximize} \quad \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| \alpha h - a \|^2 + |\alpha|^2} \right) \quad (8)
\]

subject to \( 0 \neq a \in T^L \)

\( \alpha \in \mathbb{C} \)

where \( \text{SNR} = P/N_0 \), \( h = (h_1, \ldots, h_L) \) and \( a = (a_1, \ldots, a_L) \). In particular, a computation rate

\[
R_{\text{comp}}(h) = \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| \alpha^* h - a^* \|^2 + |\alpha|^2} \right)
\]

is achievable, where \((\alpha^*, a^*)\) is an optimal solution to Problem (8).

To summarize, in a coherent C&F scheme, the receiver first solves Problem (8) to obtain some optimal scalar \( \alpha \) and coefficients \( a_{\ell} \). The receiver then computes \( \hat{u} = \varphi(Q_{NN}^{\text{eff}}(\alpha y - a_{\text{sum}} \hat{a})) \). The decoding is correct, i.e., \( \hat{u} = u \), if and only if \( Q_{NN}^{\text{eff}}(n_{\text{eff}}) \in \Lambda' \).

### C. Multi-Source Multi-Relay Network

Next, we move from a building block of coherent C&F to a multi-source multi-relay network, where \( L \) sources are communicating to a single destination through \( L \) relays as illustrated in Fig. 1. We assume that the final destination has backhaul links (either wireless or wired) to the relays, but has no direct links to the sources. Such a network model and its variants have been studied in several recent papers [19]–[23].

![Fig. 1. Illustration for a multi-source multi-relay network with \( L = 2 \).](image)

A C&F-based transmission scheme typically consists of two phases. In the first phase, all the sources are transmitting their messages simultaneously to all the relays. At the end of this phase, the \( m \)th relay \((m = 1, \ldots, L)\) tries to recover some linear combination \( \sum \alpha_m w_t \) of the transmitted messages. In the second phase, the \( m \)th relay forwards its decoded linear combination to the destination via its backhaul link.

Let \( a_m = (a_{m1}, \ldots, a_{mL}) \in T^L \) be the coefficient vector at relay \( m \). Let \( A \in T^{L \times L} \) be a matrix with \( a_m \) at its \( m \)th row. Clearly, if the matrix \( A \) is full rank and each linear combination associated with \( a_m \) is decoded correctly, then the destination can recover all the original messages by solving a system of linear equations. This leads to the following optimization problem [19], [21]:

\[
\text{maximize} \quad \min_{m=1,\ldots,L} \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| a_m h_m - a_m \|^2 + |a_m|^2} \right) \quad (9)
\]

subject to \( \text{rank}(A) = L \)

\( \alpha_1, \ldots, \alpha_L \in \mathbb{C} \)

where \( h_m = (h_{m1}, \ldots, h_{mL}) \) is the channel-gain vector at relay \( m \). In particular, a symmetric rate

\[
R_{\text{sym}} = \min_{m=1,\ldots,L} \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| a_m^* h_m - a_m^* \|^2 + |a_m^*|^2} \right)
\]

is achievable [21], where \( \{ (a_m^*, a_m^*) \}_{m=1} \) is an optimal solution to Problem (9). Note that Problem (9) can be solved by the destination via some lattice-based algorithms, if it knows all channel-gain vectors \( \{ h_m \} \) [21] (i.e., full CSI). The destination then notifies each relay the optimal coefficient vector \( a_m^* \). Alternatively, Problem (9) can be solved jointly by all the relays at the cost of additional signaling overhead among the relays.

The above scheme can be extended to the case of multiple destinations [22] (via some time-sharing in the second phase, which essentially decomposes the original network into multiple sub-networks each with a single destination). The above scheme can also be extended to the case of non-symmetric rates, leading to a higher sum rate [24]. In addition, if full CSI is available at all the sources/transmitters, power allocation (see, e.g., [20] for \( L = 2 \) and [23] for general \( L \)) and network decomposition (see [5]) can be incorporated to boost the performance since it is often difficult for all the transmitters to acquire full CSI, especially in a large network, in this paper we restrict our attention to the basic scheme described above (rather than its extensions and variants).

### III. TRAINING-BASED APPROACH

Training-based channel estimation is a conventional method of implementing C&F. However, it doesn’t scale well with the number of users, as explained in [15]. In particular, with approximations and simulations, [15] shows that the rate loss due to (Gaussian distributed) channel estimation errors is significant under various scenarios for a building block of C&F, especially in the high SNR regime.

Here, we will present some simulation results in terms of the outage probability. Suppose that \( \tilde{h} = h + e \), where \( e \sim \mathcal{CN}(0, \sigma^2 I_L) \) models the channel estimation error. This model is widely used in training-based channel estimation. For simplicity, assume that the channel gains follow Rayleigh fading, i.e., \( h \sim \mathcal{CN}(0, I_L) \). Then the key parameter capturing the channel estimation error is

\[
\text{SNR}_{\text{est}} = 1/\sigma^2.
\]

Recall that without estimation error, the best computation rate for a building block is given by

\[
R_{\text{comp}}(h) = \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| \alpha^* h - a^* \|^2 + |\alpha|^2} \right), \quad (11)
\]
where \((a^*, \hat{a}^*)\) is an optimal solution to Problem (8). For a fixed message rate \(R\), the outage probability is defined as

\[
\Pr\{\text{outage}\} = \Pr\{R > R_{\text{comp}}(h)\},
\]

where \(h \sim \mathcal{CN}(0, I_L)\).

Similarly, with channel estimation error, the best computation rate is given by

\[
\hat{R}_{\text{comp}}(h) = \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| \hat{a}^* h - \hat{a}^* \|^2 + |\hat{a}^*|^2} \right),
\]

where \((\hat{a}^*, \hat{a}^*)\) is an optimal solution to the optimization problem

\[
\min \text{SNR} \| \alpha \hat{h} - a \|^2 + |\alpha|^2 \\
\text{s.t. } 0 \neq a \in \mathbb{Z}[i]^L \\
\alpha \in \mathbb{C}
\]

The resulting outage probability is

\[
\Pr\{\text{outage}\} = \Pr\{R > \hat{R}_{\text{comp}}(h)\}.
\]

Through extensive simulations, we observe that the outage probability is sensitive to channel estimation error \(e\), especially when \(L\), the number of transmitters, is large. For example, Fig. 2(a) and 2(b) depict the outage probabilities of coherent C&F and estimation-based C&F when \(\text{SNR}_{\text{est}}\) is set to \(\text{SNR} + 6\) dB for the cases of \(L = 3\) and \(L = 4\), respectively. As we can see, the performance of estimation-based C&F decreases as the number of transmitters increases, even if the difference \(\text{SNR}_{\text{est}} - \text{SNR}\) remains the same. Hence, C&F with channel estimation does not scale well with the number of users.

![Fig. 2. Outage probabilities of coherent C&F and estimation-based C&F: (a) \(L = 3\) and \(R = 1\); (b) \(L = 4\) and \(R = 1\).](image)

Finally, we would like to point out that estimation-based C&F can be applied to a multi-source multi-relay network in a way similar to coherent C&F. Specifically, the destination solves the following optimization problem

\[
\begin{align*}
\text{maximize} & \quad \min_{m=1,\ldots,L} \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| \alpha_m \hat{h}_m - a_m \|^2 + |\alpha_m|^2} \right) \\
\text{subject to} & \quad \text{rank}(A) = L \\
& \quad \alpha_1, \ldots, \alpha_L \in \mathbb{C}
\end{align*}
\]

where \(\hat{h}_m\) is the channel estimation of \(h_m\). In this case, a symmetric rate

\[
\hat{R}_{\text{sym}}(\{h_m\}) = \min_m \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| \hat{a}_m^* h_m - \hat{a}_m^* \|^2 + |\hat{a}_m^*|^2} \right)
\]

is achievable, where \(\{\hat{a}_m^*, \hat{a}_m^*\}\) is an optimal solution to Problem (14). The corresponding outage probability is

\[
\Pr\{\text{outage}\} = \Pr\{R > \hat{R}_{\text{sym}}(\{h_m\})\}.
\]

The performance of estimation-based C&F decreases with the number of users.

IV. BLIND COMPUTE-AND-FORWARD: GENERAL FRAMEWORK

In this section, we present a general framework for blind C&F. At first glance, it seems very difficult to design a blind C&F scheme, since it is nearly impossible to acquire an optimal scalar \(\alpha\) and coefficients \(a_\ell\) without CSI. Our key observation is as follows: the receiver does not have to know an optimal scalar \(\alpha\) and coefficients \(a_\ell\) to ensure successful decoding; instead, it only needs to know some “good” scalars as well as \(a_{\text{sum}} \text{d mod } \Lambda\). As we will soon see, equipped with a good scalar and \(a_{\text{sum}} \text{d mod } \Lambda\), the receiver is always able to recover a linear combination \(\sum_\ell \alpha_\ell w_\ell\) correctly.

A. Properties of good scalars

Here, we formally define good scalars and study their basic properties.

Definition 1: A scalar \(\alpha\) is said to be good if \(Q^\text{NN}_{\Lambda}(\mathbf{n}_{\text{eff}}) \in \Lambda\) for some coefficients \((a_1, \ldots, a_L) \in T^L \setminus \{0\}\). \(Q^\text{NN}_{\Lambda} = \{\text{good scalars}\}\), is said to be bad otherwise.

Since the decoding is correct if and only if \(Q^\text{NN}_{\Lambda}(\mathbf{n}_{\text{eff}}) \notin \Lambda\), this justifies the above definition. Note that the effective noise \(\mathbf{n}_{\text{eff}}\) depends on the channel gains as well as \(x_\ell\)’s and \(z\). Hence, whether a scalar \(\alpha\) is good or bad relies on the channel gains and the realizations of \(x_\ell\)’s and \(z\).

Definition 2: The good region of scalars, denoted by \(G_{\alpha}\), is the set of all good \(\alpha\)’s, i.e., \(G_{\alpha} = \{\alpha \in \mathbb{C} : \alpha\) is good\}.

The good region depends on the channel gains as well as the realizations of \(x_\ell\)’s and \(z\). Although the good region is unknown to the receiver without CSI, it is still beneficial to understand some basic properties of the good region, which will play an important role in the design of our blind C&F schemes.

When the nested lattice code is asymptotically good (in the sense of [18]), the good region \(G_{\alpha}\) has a number of interesting properties. Moreover, these properties still hold (or approximately hold) for commonly-used nested lattice codes.

We note that for asymptotically-good nested lattice codes, a scalar \(\alpha\) is good if and only if the message rate \(R\) is less than the computation rate

\[
R(\alpha, a) \triangleq \log_2 \left( \frac{\text{SNR}}{\text{SNR} \| \alpha \hat{h} - a \|^2 + |\alpha|^2} \right)
\]

for some \(a \in T^L \setminus \{0\}\). This allows us to show that the good region \(G_{\alpha}\) is bounded, symmetric, and consisting of a union of disks.

Proposition 1: The good region \(G_{\alpha}\) is bounded: every good scalar \(\alpha\) satisfies \(|\alpha|^2 < \text{SNR}/2^\ell\).

Proof: If \(\alpha\) is good, then

\[
\log_2 \left( \frac{\text{SNR}}{\text{SNR} \| \alpha h - a \|^2 + |\alpha|^2} \right) > R \text{ for some } a \in T^L \setminus \{0\}.
\]
Since
\[
\log_2 \left( \frac{\text{SNR}}{|\alpha|^2} \right) \geq \log_2 \left( \frac{\text{SNR}}{\text{SNR}|\alpha h - a|^2 + |\alpha|^2} \right),
\]
we have
\[
\log_2 \left( \frac{\text{SNR}}{|\alpha|^2} \right) > R.
\]
Hence, every good $\alpha$ is bounded by $|\alpha|^2 < \text{SNR}/2^R$. \hfill \Box

**Proposition 2:** The good region $G_\alpha$ is symmetric with respect to rotations by some angle $\theta$. The angle $\theta$ is determined by $T$: $\theta = 90^\circ$ when $T = \mathbb{Z}[i]$; $\theta = 60^\circ$ when $T = \mathbb{Z}[\omega]$.

**Proof:** It suffices to show that if $\alpha$ is good, so is $e^{i\theta} \alpha$ for some angle $\theta$. We need the following fact (from abstract algebra): Let $T$ be a discrete subring of $\mathbb{C}$ forming a principle ideal domain. Let $U$ be the set of all the units in $T$. Then $U = \{ e^{2\pi ki/n} : k = 0, 1, \ldots, n - 1 \}$ for some positive integer $n$. For example, when $T = \mathbb{Z}[i]$, the set of units $U = \{ 0, e^{2\pi i/4}, e^{2\pi i/4}, e^{6\pi i/4} \}$; when $T = \mathbb{Z}[\omega]$, the set of units $U = \{ e^{2\pi ki/6} : k = 0, \ldots, 6 \}$. Clearly, the units of $T$ are also the roots of unity.

Now let us choose a unit $u = e^{2\pi i/n}$. If $\alpha$ is good, then
\[
\log_2 \left( \frac{\text{SNR}}{|\alpha|} \right) > R \text{ for some } \alpha \in T^L \setminus \{0\}.
\]
It follows that
\[
\log_2 \left( \frac{\text{SNR}}{|u \alpha|} \right) > R \text{ for } u \alpha \in T^L \setminus \{0\}.
\]
Therefore, $u \alpha$ is also good. In other words, the good region $G_\alpha$ is symmetric with respect to rotations by $360^\circ/n$, where $n = 4$ when $T = \mathbb{Z}[i]$ and $n = 6$ when $T = \mathbb{Z}[\omega]$. \hfill \Box

**Proposition 3:** The good region $G_\alpha$ consists of a union of disks. These disks are pairwise disjoint if the message rate $R > 2$.

**Proof:** Recall that $\alpha$ is good if and only if $R < R(\alpha, a)$ for some $a \in T^L \setminus \{0\}$, or equivalently,
\[
\text{SNR}|\alpha h - a|^2 + |\alpha|^2 < \text{SNR}/2^R \text{ for some } a \in T^L \setminus \{0\}.
\]
Now observe that the term $\text{SNR}|\alpha h - a|^2 + |\alpha|^2$ is equal to the squared distance between two vectors $(\alpha h_1, \sqrt{\text{SNR}}, \ldots, \alpha h_L, \sqrt{\text{SNR}}, \alpha)$ and $(\alpha h_1, \sqrt{\text{SNR}}, \ldots, a_L, \sqrt{\text{SNR}}, 0)$. Hence, we have
\[
\text{SNR}|\alpha h - a|^2 + |\alpha|^2 = \text{SNR}|\alpha^* h - a|^2 + |\alpha^*|^2 + |\alpha - \alpha^*|^2 (1 + \text{SNR}|h|^2),
\]
where $\alpha^*$ is the MMSE coefficient given by
\[
\alpha^* = \frac{\text{SNR} a h^H}{1 + \text{SNR}|h|^2}.
\]
Recall that $\text{SNR}|\alpha^* h - a|^2 + |\alpha^*|^2 = \text{SNR}/2^{R(\alpha^*, a)}$. Therefore, $\alpha$ is good if and only if
\[
|\alpha - \alpha^*|^2 < \frac{\text{SNR}}{1 + \text{SNR}|h|^2} \left( \frac{1}{2^R} - \frac{1}{2^{R(\alpha^*, a)}} \right)
\]
for some $a \in T^L \setminus \{0\}$. That is, a good $\alpha$ is in some disk of center $\alpha^*$. This proves the first part of Proposition 3.

We proceed to the second part. If two disks overlap, then there exists a common good scalar $\alpha$ within the two disks. That is,
\[
\text{SNR}|\alpha h - a|^2 + |\alpha|^2 < \text{SNR}/2^R
\]
and
\[
\text{SNR}|\alpha h - b|^2 + |\alpha|^2 < \text{SNR}/2^R
\]
for some $a, b \in T^L \setminus \{0\}$ with $a \neq b$.

On the one hand, adding (18) and (19), we have
\[
\text{SNR}|\alpha h - a|^2 + |\alpha|^2 < \text{SNR}/2^{R-1}. \tag{20}
\]
On the other hand, we have
\[
\text{SNR}|\alpha h - a|^2 + |\alpha|^2 \geq \text{SNR}|a - b|^2/2 \tag{21}
\]
\[
\geq \text{SNR}/2, \tag{22}
\]
where (21) follows from the fact that $|\alpha h - a| + |\alpha h - b| \geq |a - b|$, and (22) follows from the fact that the norm of any nonzero element in $T$ must be no less than 1. Combining (20) and (22), we have
\[
\text{SNR}/2 \leq \text{SNR}|\alpha h - a|^2 + |\alpha|^2 < \text{SNR}/2^{R-1}. \tag{23}
\]
Therefore, we have $\text{SNR}/2 < \text{SNR}/2^{R-1}$, or equivalently, $R < 2$. In other words, if the message rate $R \geq 2$, there are no overlapping disks. \hfill \Box

Fig. 3(a) and 3(b) show some typical good regions for asymptotically-good nested lattice codes with $T = \mathbb{Z}[i]$ and $T = \mathbb{Z}[\omega]$, respectively. The rotation angles in Fig. 3(a) and 3(b) are $90^\circ$ and $60^\circ$, respectively, as explained in Proposition 2.

Fig. 4 depicts a typical good region for a simple nested lattice code $L[\mathbb{Z}[i]^{400}, 2[\mathbb{Z}[i]^{400}, d]$ with $d = \frac{1}{2} (1 + i, \ldots, 1 + i)$, which is also known as uncoded 4-QAM with four constellation points $\left\{ \frac{1}{2} (\pm 1 \pm i) \right\}$. Since this nested lattice code is not asymptotically good, the disjoint areas are not quite disk-like. That is, Proposition 3 approximately holds here. Nevertheless, the good region is still bounded and symmetric (with respect to rotations by $90^\circ$). That is, Propositions 1 and 2 still hold here.
of choices for commonly-used nested lattice codes, especially a set of points. The denser this set, the better the performance.

B. The use of $a_{\text{sum}}d \mod \Lambda'$ in the decoding

Here, we explain why knowledge of $a_{\text{sum}}d \mod \Lambda'$ is sufficient for successful decoding. Recall that a good scalar $\alpha$ ensures successful decoding, i.e., $\varphi(Q^{\Lambda}_N(\alpha y - a_{\text{sum}}d)) = \sum_\ell a_\ell w_\ell$ for some coefficients $(a_1, \ldots, a_L) \in T^L \setminus \{0\}$. Note that if the term $a_{\text{sum}}d$ is replaced by $a_{\text{sum}}d \mod \Lambda'$, the decoding is still successful. To see this, recall that $a_{\text{sum}}d \mod \Lambda' = a_{\text{sum}}d - \lambda'$ for some $\lambda' \in \Lambda'$. Hence, we have

$$\varphi(Q^{\Lambda}_N(\alpha y - (a_{\text{sum}}d - \lambda'))) = \varphi(Q^{\Lambda}_N(\alpha y - a_{\text{sum}}d)) = \sum_\ell a_\ell w_\ell. \quad (24)$$

Therefore, the receiver only needs to know $a_{\text{sum}}d \mod \Lambda'$ after obtaining a good scalar $\alpha$.

We observe that $a_{\text{sum}}d \mod \Lambda'$ often has a limited number of choices for commonly-used nested lattice codes, especially those obtained from linear codes [8]. For instance, we can construct a nested lattice code $L(\Lambda, \Lambda', d)$ via an $[n, k]$ binary code $C_{n,k}$ through lifted Construction $A$ [8]. In particular, we have $\Lambda' = 2\mathbb{Z}[i]^n, d = \frac{1}{2}(1 + i, \ldots, 1 + i)$, and $\Lambda \in \Lambda$ if and only $\text{Re}(\lambda') \mod 2, \text{Im}(\lambda') \mod 2$ are codewords in $C_{n,k}$. Such a nested lattice code $L(\Lambda, \Lambda', d)$ (known as coded-4-QAM) admits only eight possible choices of $a_{\text{sum}}d \mod \Lambda'$, namely, $(0d, \pm d, \pm i d, \pm (1 + i) d, 2d)$. This greatly reduces the search space of $a_{\text{sum}}d \mod \Lambda'$ for our blind C&F schemes.

C. Generic blind C&F scheme

In previous sections, we have observed a number of properties of good scalars. We now present a generic blind C&F scheme based on these observations.

The first idea behind our generic scheme is to reduce the search space of good scalars as much as possible. Proposition 1 suggests that, to find a good scalar, it suffices to consider a bounded region. Proposition 2 shows that, to find a good scalar, it suffices to “ignore” some unnecessary areas. For instance, only the region in the first quadrant is worth investigating for nested lattice codes with $T = \mathbb{Z}[i]$. Proposition 3 implies that, to find a good scalar, it suffices to “probe” a discrete set of points. The denser this set, the better the performance.

The second idea is to use error detection to “probe” a given point, deciding whether this point is good or bad. Specifically, the transmitters embed a linear error-detecting code $C$ into the message space $W$ so that each valid message $w_T$ (as well as any linear combinations) is a codeword in $C$. The receiver performs a basic probing operation as described in Algorithm 1.

Algorithm 1 Basic probing operation

Input: a point $\alpha$.

Output: $\alpha$ is bad, or a good $\alpha$ with its associated $\hat{u}$.

1. for each $t \in \{ad \mod \Lambda' : a \in T\}$ do
2. Compute $\hat{u} = \varphi(Q^{\Lambda}_N(\alpha y - t))$.
3. if $\hat{u}$ is a non-zero codeword in $C$ then
4. Declare $\alpha$ is good, output $\hat{u}$, and then stop.
5. end if
6. end for
7. Declare $\alpha$ is bad.

If the point $\alpha$ is good, Algorithm 1 always declares $\alpha$ to be good and outputs some non-zero codeword $\hat{u}$. If the point $\alpha$ is bad, Algorithm 1 might declare that $\alpha$ is good due to an undetected error. Such an error is called a Type-I error. The probability of a Type-I error can be made very small in practice by endowing $C$ with sufficiently many parity checks.

When Algorithm 1 finds a good scalar $\alpha$, it does not necessarily mean that its output $\hat{u}$ can be different from $a_{\text{sum}}d \mod \Lambda'$ due to an undetected error. We call such an error a Type-II error. As we will see in Sec. V, Type-II errors can be eliminated for certain nested lattice codes.

Now we are ready to describe a generic blind C&F scheme. The input to the scheme is an ordered list containing a discrete set of points. The scheme probes the points in the list one by one until it finds a good scalar or until it reaches the end of the list. The output is either a non-zero codeword $\hat{u}$ (when the scheme finds a good scalar) or nothing (when the scheme finds no good scalars).

We note that the performance of the above generic scheme depends on the points in the list (but not on their probing order), whereas the computational cost of the scheme depends on the probing order of these points. In other words, two ordered lists containing exactly the same points achieve the same performance with possibly quite different computational complexity. We also note that the computational cost of the basic probing operation can be greatly reduced for some commonly-used nested lattice codes. All of these will be discussed in the next section.

V. Blind Compute-and-Forward: Efficient Algorithms

In this section, we propose three (complementary) strategies to reduce the computational complexity of the generic blind C&F scheme presented in Sec. IV. The first strategy attempts to create some “smart” probing lists. The second strategy aims to detect bad scalars at a low cost. The third strategy further reduces the complexity of the basic probing operation.
A. Hierarchically-organized list-building

The choice of the probing list is crucial to attaining good performance with low complexity. For instance, when the good region consists of many large disjoint areas, the probing points can be made relatively sparse. On the other hand, when the good region consists of a few small disjoint areas, the probing points should be made relatively dense. Based on this observation, we propose a heuristic method for creating the list.

First, we choose a well-shaped region $\mathcal{R}$ to avoid unnecessary probing (see discussions in Sec. IV-C). For nested lattice codes with $T = \mathbb{Z}[i]$, we note that $\mathcal{R}$ can be chosen heuristically as $[0, \log_{10}(\text{SNR})/R] \times [0, \log_{10}(\text{SNR})/R]$ (where $R$ is the message rate). For example, if $\text{SNR} = 10\text{dB}$ and $R = 1$, then $\mathcal{R} = [0, 1] \times [0, 1]$.

Then, we construct an $m$-level lattice-partition chain [25] $\mathcal{L}_0/\mathcal{L}_1/\ldots/\mathcal{L}_m$ in $\mathbb{C}$ (i.e., each $\mathcal{L}_j$ is a one-dimensional complex lattice and $\mathcal{L}_0 \supset \mathcal{L}_1 \supset \cdots \supset \mathcal{L}_m$). Note that the lattice-partition chain, together with the region $\mathcal{R}$, induces $m+1$ probing grids $\{\mathcal{L}_j \cap \mathcal{R}\}$ satisfying $\{\mathcal{L}_m \cap \mathcal{R}\} \subset \cdots \subset \{\mathcal{L}_0 \cap \mathcal{R}\}$ (see Fig. 5 for a concrete example). For a nested lattice codes with $T = \mathbb{Z}[i]$, we heuristically set $\mathcal{L}_j = \frac{1}{2^n} \log_{10}(\text{SNR})(1+i)^{j}\mathbb{Z}[i]$, where $j = 0, \ldots, 8$.

![Fig. 5. An illustration of three (self-similar) probing grids.](image)

With these grids, a list-building algorithm is described in Algorithm 2. The basic idea is to design a list such that the points in the sparser grids will appear before the points in the denser grids. That is, the points in $\mathcal{L}_j \cap \mathcal{R}$ are ordered to appear before the points in $\mathcal{L}_{j+1} \cap \mathcal{R}$.

Algorithm 2 Hierarchically-organized list-building algorithm

*Input:* a lattice-partition chain $\mathcal{L}_0/\ldots/\mathcal{L}_m$ with a region $\mathcal{R}$. 
*Output:* an ordered list of probing points.

1. Set list = $\emptyset$.
2. Set $j = m$ and set $\mathcal{L}_{m+1} = \{0\}$.
3. while $j \geq 0$
4. \hspace{0.5cm} Let $\mathcal{S} = (\mathcal{L}_j \setminus \mathcal{L}_{j+1}) \cap \mathcal{R}$.
5. \hspace{0.5cm} while $|\mathcal{S}| > 0$
6. \hspace{1cm} Find a point $\alpha$ in $\mathcal{S}$ of the smallest $L_1$-norm.
7. \hspace{1cm} Set list = list $\cup \{\alpha\}$. Set $\mathcal{S} = \mathcal{S} \setminus \{\alpha\}$.
8. \hspace{0.5cm} end while
9. \hspace{0.5cm} Set $j = j - 1$.
10. end while

B. Quick detection for bad scalars

Note that the basic probing operation needs to compute $\hat{u} = \varphi(Q^N_{\Lambda}(\alpha_y - a_{\text{sum}}d \mod \Lambda'))$ for each possible $a_{\text{sum}}d \mod \Lambda'$. Such computations are often costly, due to the use of the nearest-neighbor-quantizer $Q^N_{\Lambda}(\cdot)$. Here, we propose a new probing method that identifies certain bad scalars without the use of $Q^N_{\Lambda}(\cdot)$. Our new method only involves very simple computations, which is inspired by the Smoothing Lemma from lattice theory [26], [27].

Definition 3 (Smoothing parameter): For a complex lattice $\Lambda$ and for any $\epsilon > 0$, the smoothing parameter $\eta_\Lambda(\epsilon)$ is the smallest $\sigma > 0$ such that $\sum_{x \in \Lambda \setminus \{0\}} e^{-\pi \sigma^2 \|x\|^2} \leq \epsilon$, where $\Lambda^* = \{x^* : x \in \Lambda\}$ is the dual lattice of $\Lambda$.

Clearly, $\eta_\Lambda(\epsilon)$ is a monotonically decreasing function of $\epsilon$. That is, for $\epsilon_1 < \epsilon_2$, we have $\eta_\Lambda(\epsilon_1) > \eta_\Lambda(\epsilon_2)$. The smoothing parameter bounds the variational distance between the Gaussian distribution modulo $\Lambda$ and the uniform distribution $u_\Lambda$ on the Voronoi region $V_\Lambda(0)$.

Lemma 1 (Smoothing Lemma): Let $n$ be an i.i.d. circularly-symmetric complex Gaussian random vector with mean $\mu$ and variance $\sigma^2$, i.e., $n \sim \mathcal{CN}(\mu, \sigma^2 \mathbb{I}_{2n \times 2n})$. Let $f_{\lambda}(\cdot)$ be the probability density function of $n$ mod $\Lambda$. Then for any $\sigma > \eta_\Lambda(\epsilon)$, the variational distance between $f_{\lambda}$ and $u_\Lambda$ is bounded by $\epsilon$, i.e.,

$$
\int_{V_\Lambda(0)} |f_{\lambda}(t) - u_\Lambda(t)| \, dt \leq \epsilon.
$$

(25)

The Smoothing Lemma says that $n$ mod $\Lambda$ tends to be uniform over the Voronoi region $V_\Lambda(0)$ as $\sigma$ grows. This facilitates the detection of bad scalars. For any nested lattice code $\mathcal{L}(\Lambda, \Lambda', d)$, we have

$$
\alpha_y \mod \Lambda = \left(\sum_{\ell} a_{\ell} \tilde{\varphi}(w_{\ell}) + n_{\text{eff}} + a_{\text{sum}}d\right) \mod \Lambda
= (n_{\text{eff}} + a_{\text{sum}}d) \mod \Lambda.
$$

(26)

More generally, let $\Lambda_0$ be a lattice that contains $\Lambda$ (i.e., $\Lambda \subset \Lambda_0$), then we have

$$
\alpha_y \mod \Lambda_0 = (n_{\text{eff}} + a_{\text{sum}}d) \mod \Lambda_0.
$$

(27)

When the nested lattice code is asymptotically good (in the sense of [18]), we have $n_{\text{eff}} \sim \mathcal{CN}(0, \sigma^2 \mathbb{I}_{2n \times 2n})$, where $\sigma^2 = P[\|\alpha h - \alpha\|^2 + N_0 |\alpha|^2]$. Hence, by Lemma 1, $\alpha_y$ mod $\Lambda_0$ tends to be uniform over $V_{\Lambda_0}(0)$ as $\sigma$ becomes larger (or equivalently, as the scalar $\alpha$ becomes worse). Interestingly, this property still (approximately) holds for many commonly-used nested lattice codes, as suggested by our extensive numerical studies.

To illustrate this, we use a nested lattice code $\mathcal{L}(\Lambda, \Lambda', d)$ obtained via a $[1000, 500]$ binary LDPC code through lifted Construction $\Lambda$ [8]. In particular, we have $\Lambda' = 2\mathbb{Z}[i]^{1000} \subset \Lambda \subset \mathbb{Z}[i]^{1000}$, $d = \frac{1}{2}(1 + i, \ldots, 1 + i)$, and we choose $\Lambda_0 = \mathbb{Z}[i]^{1000}$. Fig. 6(a), 6(b), and 6(c) provide scatter-plots for $\alpha_y$ mod $\Lambda_0$ with a bad scalar and two good scalars, respectively. Clearly, $\alpha_y$ mod $\Lambda_0$ is close to uniform for a bad scalar, and is highly non-uniform for good scalars. In particular, $\alpha_y$ mod $\Lambda_0$ distributes around four corners for a good scalar with $a_{\text{sum}}d \mod \Lambda_0 = d$ (see Fig. 6(b)), and is centered at
the origin for a good scalar with \( a_{\text{sum}}d \mod \Lambda_0 = 0 \) (see Fig. 6(c)). It is easy to check that \( a_{\text{sum}}d \mod \Lambda_0 \) takes values in \( \{0, d\} \). So, we have two cases here in total.

Let \( u_{\Lambda_0} \) be a random vector uniform over the Voronoi region \( \mathcal{V}_{\Lambda_0}(0) \). Clearly, \( u_{\Lambda_0} \) consists of i.i.d. random variables with variance \( 1/6 \). On the other hand, the sample variances of \( \alpha y \mod \Lambda_0 \) in Fig. 6(a), 6(b), and 6(c) are 0.165, 0.322, and 0.051, respectively. As expected, the sample variance of \( \alpha y \mod \Lambda_0 \) is close to 1/6 \( \approx 0.167 \) for some bad scalars, and is away from 1/6 for good scalars. This example confirms our previous observations. More importantly, it suggests a quick detection algorithm to identify some bad scalars. For ease of presentation, Algorithm 3 assumes that \( T = \mathbb{Z}[i] \) and \( \Lambda_0 = \mathbb{Z}[i]^n \) (which can be extended as we will soon see).

**Algorithm 3** Quick detection for bad scalars when \( T = \mathbb{Z}[i] \) and \( \Lambda_0 = \mathbb{Z}[i]^n \)

**Input:** a point \( \alpha \), a threshold \( \delta \).

**Output:** \( \alpha \) is bad, or a good \( \alpha \) with its associated \( \hat{u} \).

1. Compute \( \nu = \alpha y \mod \Lambda_0 \).
2. Compute the sample mean \( \bar{v} = \frac{1}{n} \sum_i v_i \).
3. Compute the sample variance \( s^2 = \frac{1}{n-1} \sum_i |v_i - \bar{v}|^2 \).
4. If \( s^2 \in [1/6 - \delta, 1/6 + \delta] \) then
   5. Declare \( \alpha \) is bad.
   6. else
      7. Perform the basic probing operation.
   8. end if

Note that when \( \Lambda_0 = \mathbb{Z}[i]^n \), the cost of computing \( \alpha y \mod \Lambda_0 \) is very low. In this case, \( \alpha y \mod \Lambda_0 = \alpha y - \text{round}(\alpha y) \), where \( \text{round}(\cdot) \) is the standard rounding operation. Note also that the complexity of Algorithm 3 can be further reduced by operating on a subset of \( \alpha y \). For instance, in our previous numerical example, if we only operate on the first 100 elements of \( \alpha y \), then the new sample variances are 0.106, 0.328, and 0.054, respectively, which are quite close to the original sample variances. Hence, it suffices to consider only a subset of \( \alpha y \) in practice. Therefore, the complexity of Algorithm 3 can be made very low. Also, note that Algorithm 3 can be easily extended to other cases, such as \( T = \mathbb{Z}[\omega] \) and \( \Lambda_0 = \mathbb{Z}[\omega]^n \). Clearly, its complexity remains to be low as long as \( \Lambda_0 \) is simple enough.

**C. Fast probing operation**

Next, we present a fast probing method that reduces the use of \( Q_{\Lambda}^{NN}(\cdot) \) in the basic probing operation. Our method requires the underlying nested lattice code to satisfy some mild conditions. For ease of presentation, we focus on a case study in which the conditions are \( T = \mathbb{Z}[i] \) and \( (1 + i)d \in \Lambda \).

**Algorithm 4** Fast probing when \( T = \mathbb{Z}[i] \) and \( (1 + i)d \in \Lambda \)

**Input:** a point \( \alpha \).

**Output:** \( \alpha \) is bad, or a good \( \alpha \) with its associated \( \hat{u} \).

1. Compute \( \hat{u}_1 = \varphi(\mathcal{Q}_{\Lambda}^{NN}(\alpha y)) \).
2. for each \( t \in \{b(1 + i)d \mod \Lambda' : b \in \mathbb{Z}[i]\} \) do
   3. if \( \hat{u}_1 - \varphi(t) \) is a non-zero codeword in \( \mathcal{C} \) then
      4. Declare \( \alpha \) is good, output \( \hat{u} = \hat{u}_1 - \varphi(t) \), and then stop.
   5. end if
   6. end for
3. Compute \( \hat{u}_2 = \varphi(\mathcal{Q}_{\Lambda}^{NN}(\alpha y - d)) \).
4. for each \( t \in \{b(1 + i)d \mod \Lambda' : b \in \mathbb{Z}[i]\} \) do
   5. if \( \hat{u}_2 - \varphi(t) \) is a non-zero codeword in \( \mathcal{C} \) then
      6. Declare \( \alpha \) is good, output \( \hat{u} = \hat{u}_2 - \varphi(t) \), and then stop.
   7. end if
   8. end for
9. Declare \( \alpha \) is bad.

Our fast probing operation presented in Algorithm 4 requires at most two uses of \( Q_{\Lambda}^{NN}(\cdot) \), while still achieving the same performance as the basic probing operation, as shown in the following theorem.

**Theorem 1:** When \( T = \mathbb{Z}[i] \) and \( (1 + i)d \in \Lambda \), Algorithm 4 is equivalent to Algorithm 1.

**Proof:** We only need to show that for each computation \( \hat{u} = \varphi(\mathcal{Q}_{\Lambda}^{NN}(\alpha y - t)) \) in Algorithm 1, there is a corresponding computation in Algorithm 4. Suppose that \( t = ad \mod \Lambda' \) for some \( a \in \mathbb{Z}[i] \). Then \( t = ad - \lambda' \) for some \( \lambda' \in \Lambda' \). Note that every \( a \in \mathbb{Z}[i] \) can be expressed as \( a = b(1 + i) + c \), where \( b \in \mathbb{Z}[i] \) and \( c \in \{0, 1\} \). (This is a natural generalization of the binary expansion.) Hence, we have \( t = b(1 + i)d + cd - \lambda' \) for some \( b \in \mathbb{Z}[i] \) and \( c \in \{0, 1\} \). Therefore,

\[
\hat{u} = \varphi(\mathcal{Q}_{\Lambda}^{NN}(\alpha y - cd - b(1 + i)d + \lambda')) = \varphi(\mathcal{Q}_{\Lambda}^{NN}(\alpha y - cd) - b(1 + i)d + \lambda') = \varphi(\mathcal{Q}_{\Lambda}^{NN}(\alpha y - cd)) - \varphi(b(1 + i)d) \mod \Lambda',
\]

which is indeed a computation in Algorithm 4.

We note that \( (1 + i)d \in \Lambda \) is a mild constraint for certain nested lattice codes. For example, for a nested lattice code \( \mathcal{L}(\Lambda, \Lambda', d) \) obtained via an \([n, k] \) binary code \( C_{n,k} \) through lifted Construction A, \((1 + i)d \in \Lambda \) simply means that the binary code \( C_{n,k} \) contains the all-ones codeword, which implies that each parity-check equation for \( C_{n,k} \) involves an even number of bits. When \( C_{n,k} \) is an LDPC code, this means that all the check degrees are even, which can be easily satisfied in practice.

**D. Combining our strategies together**

Now, we are ready to combine the quick detection strategy and fast probing strategy together. We note that such a combination has several unique advantages for nested lattice codes.
obtained via \([n, k]\) binary codes through lifted Construction A. For this family of nested lattice codes, \(\alpha y \mod \mathbb{Z}[i]^n\) reveals whether \(a_{\text{sum}}d \mod \mathbb{Z}[i]^n = 0\) or \(d\) for good scalars, as discussed in Sec. V-B. Note that \(a_{\text{sum}}d \mod \mathbb{Z}[i]^n = 0\) means that \(a_{\text{sum}} = b(1 + i) + 1\) for some \(b \in \mathbb{Z}[i]\). In this case, it suffices to compute \(\hat{u}_1 = \varphi(\Lambda^N(\alpha y))\). Similarly, \(a_{\text{sum}}d \mod \mathbb{Z}[i]^n = d\) means that \(a_{\text{sum}} = b(1+i)+1\) for some \(b \in \mathbb{Z}[i]\), and it suffices to compute \(\hat{u}_2 = \varphi(\Lambda^N(\alpha y - d))\).

Hence, only one use of \(\Lambda^N(\cdot)\) is needed with the help of \(\alpha y \mod \mathbb{Z}[i]^n\). This leads to a faster probing method presented in Algorithm 5. Moreover, Algorithm 5 has another advantage: Type-II errors can be completely eliminated if the syndrome of \(\varphi((1+i)d)\) contains a unit.

Algorithm 5 Faster probing when \(T = \mathbb{Z}[i], (1+i)d \in \Lambda,\) and \(\Lambda_0 = \mathbb{Z}[i]^n\)

**Input:** a point \(\alpha\), a threshold \(\delta\).

**Output:** \(\alpha\) is bad, or a good \(\alpha\) with its associated \(\hat{u}\).

1. Compute \(v = \alpha y \mod \mathbb{Z}[i]^n\).
2. Compute the sample mean \(\bar{v} = \frac{1}{n} \sum_i v_i\).
3. Compute the sample variance \(s^2 = \frac{1}{n-1} \sum_i |v_i - \bar{v}|^2\).
4. if \(s^2 \in [1/6 \pm \delta, 1/6 + \delta]\) then
5. Declare \(\alpha\) is bad and stop.
6. else if \(s^2 < 1/6 - \delta\) then
7. Compute \(\hat{u}_0 = \varphi(\Lambda^N(\alpha y))\).
8. else if \(s^2 > 1/6 + \delta\) then
9. Compute \(\hat{u}_0 = \varphi(\Lambda^N(\alpha y - d))\).
10. end if
11. for each \(t \in \{b(1+i)d \mod \Lambda' : b \in \mathbb{Z}[i]\}\) do
12. if \(\hat{u}_0 - \varphi(t)\) is a non-zero codeword in \(\mathcal{C}\) then
13. Declare \(\alpha\) is good, output \(\hat{u} = \hat{u}_0 - \varphi(t)\), and then stop.
14. end if
15. end for
16. end if

**Theorem 2:** Suppose that \(a_{\text{sum}}d \mod \mathbb{Z}[i]^n\) is revealed correctly. Then Type-II errors cannot occur as long as the syndrome of \(\varphi((1+i)d)\) contains a unit.

**Proof:** We assume, without loss of generality, that \(a_{\text{sum}} = b(1 + i) + 1\) for some \(b \in \mathbb{Z}[i]\). In this case, we have \(\hat{u}_0 = \varphi(\Lambda^N(\alpha y - d))\), since \(a_{\text{sum}}d \mod \mathbb{Z}[i]^n\) is revealed correctly. To prove that there is no Type-II error, we only need to show that there is a unique \(t \in \{b(1+i)d \mod \Lambda' : b \in \mathbb{Z}[i]\}\) such that \(\hat{u}_0 - \varphi(t)\) is a non-zero codeword in \(\mathcal{C}\). Suppose that there exist \(t_1\) and \(t_2\) such that both \(\hat{u}_0 - \varphi(t_1)\) and \(\hat{u}_0 - \varphi(t_2)\) are non-zero codewords in \(\mathcal{C}\). Then, \(\varphi(t_1 - t_2) = \varphi(t_1) - \varphi(t_2)\) must be a codeword in \(\mathcal{C}\). In particular, it means that the syndrome of \(\varphi(t_1 - t_2)\) is the zero vector. Recall that the syndrome of \(\varphi((1+i)d)\) contains a unit. Hence, the syndrome of \(\varphi(t_1 - t_2)\) is the zero vector if and only if \(t_1 = t_2\). This proves the uniqueness. \(\square\)

It is very easy to ensure that the syndrome of \(\varphi((1+i)d)\) contains a unit. This is because even if the error-detecting code \(\mathcal{C}\) does not satisfy this condition automatically, one can always add an extra parity-check in \(\mathcal{C}\) to enforce this condition.

**VI. Simulation results**

In this section, we illustrate the feasibility and scalability of our blind C&F schemes through simulations. The nested lattice code \(\mathcal{C}(\Lambda, \Lambda', d)\) is constructed from a \([1000, 500]\) binary LDPC code with column weight 3 and row weight 6 following lifted Construction A in [8]. In particular, we have \(\Lambda' = 2\mathbb{Z}[i]^{1000} \subset \Lambda \subset \mathbb{Z}[i]^{1000}\) (and the message space is over \(\mathbb{Z}[i]/(2)\)). The linear error-detecting code \(\mathcal{C}\) is based on the standard CRC-32 code (lifted from \(\mathbb{Z}_2\) to \(\mathbb{Z}[i]/(2)\)). Hence, the overhead of our blind schemes is 32/500 = 6.4%. The region \(R\) is set to \([0, \log_{10}(\text{SNR})]/R \times [0, \log_{10}(\text{SNR})]/R\), and the lattice-partition chain is \(\mathcal{L}_j = \frac{1}{2\pi} \log_{10}(\text{SNR})(1 + i)\mathbb{Z}[i] (j = 0, \ldots, 8)\) as suggested in Sec. V-A. The threshold is set to \(\delta = 0.0175\).

**A. Feasibility of Blind C&F**

To demonstrate the feasibility, we consider a single two-transmitter, single receiver configuration. Communication occurs in rounds. In each round, the channel gains are assumed to follow independent Rayleigh fading. A round is said to be successful if the receiver correctly recovers a linear combination. The throughput is defined as the fraction of successful rounds in the simulation (i.e., the throughput equals to one minus the outage probability).

We have evaluated four blind C&F schemes through simulation by carrying out 10,000 rounds. These four schemes apply the list-building algorithm in Sec. V-A and the probing strategies presented in Algorithms 1, 3, 4, and 5, respectively. Note that the throughputs of these schemes are the same, since they use the same probing list. Table I compares the throughput of these blind schemes with that of coherent C&F under various SNRs. It is observed that these schemes are able to approach the throughput of coherent C&F. In addition, we also have evaluated the performance of estimation-based C&F schemes with SNR_{est} set to SNR, SNR + 3 dB, and SNR + 6 dB. We note that even if we set SNR_{est} = SNR + 6 dB, our blind schemes still outperform the estimation-based scheme.

<table>
<thead>
<tr>
<th>SNR</th>
<th>6 dB</th>
<th>8 dB</th>
<th>10 dB</th>
<th>12 dB</th>
<th>14 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherent</td>
<td>78.35</td>
<td>87.03</td>
<td>93.17</td>
<td>97.16</td>
<td>98.87</td>
</tr>
<tr>
<td>Blind</td>
<td>73.23</td>
<td>84.35</td>
<td>92.21</td>
<td>96.91</td>
<td>98.63</td>
</tr>
<tr>
<td>SNR_{est} = SNR</td>
<td>37.46</td>
<td>48.86</td>
<td>61.96</td>
<td>74.03</td>
<td>82.41</td>
</tr>
<tr>
<td>SNR_{est} = SNR + 3 dB</td>
<td>48.99</td>
<td>61.62</td>
<td>75.24</td>
<td>84.31</td>
<td>91.58</td>
</tr>
<tr>
<td>SNR_{est} = SNR + 6 dB</td>
<td>58.30</td>
<td>72.99</td>
<td>83.83</td>
<td>91.01</td>
<td>95.13</td>
</tr>
</tbody>
</table>

We next examine the complexity of our blind C&F schemes under various SNRs. Recall that the complexity of our blind schemes is dominated by the use of \(\Lambda^N(\cdot)\). As such, the complexity is measured by the number of uses of \(\Lambda^N(\cdot)\). Table II compares the complexity of these blind schemes under various SNRs. It is observed that our proposed strategies, especially the quick detection strategy, are effective in controlling the complexity. Recall that, in order to identify a bad scalar, Algorithm 1 requires eight uses of \(\Lambda^N(\cdot)\), whereas Algorithm 4 only requires two uses of \(\Lambda^N(\cdot)\). Hence, the complexity of Algorithm 1 is roughly four times
the complexity of Algorithm 4. Similarly, the complexity of Algorithm 3 is roughly eight times that of Algorithm 5.

<table>
<thead>
<tr>
<th>SNR</th>
<th>6 dB</th>
<th>8 dB</th>
<th>10 dB</th>
<th>12 dB</th>
<th>14 dB</th>
<th>16 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>557.63</td>
<td>345.95</td>
<td>200.44</td>
<td>113.57</td>
<td>67.68</td>
<td></td>
</tr>
<tr>
<td>Algorithm 3</td>
<td>51.68</td>
<td>28.77</td>
<td>18.06</td>
<td>12.46</td>
<td>9.33</td>
<td></td>
</tr>
<tr>
<td>Algorithm 4</td>
<td>139.92</td>
<td>87.75</td>
<td>51.09</td>
<td>28.86</td>
<td>17.40</td>
<td></td>
</tr>
<tr>
<td>Algorithm 5</td>
<td>6.83</td>
<td>4.01</td>
<td>2.69</td>
<td>2.01</td>
<td>1.63</td>
<td></td>
</tr>
</tbody>
</table>

To summarize, for the two-transmitter, single receiver setup, our blind C&F scheme with Algorithm 5 is able to approach the throughput of coherent C&F with just twice the complexity in the high-throughput region. Interestingly, this conclusion still holds even if we increase the number of transmitters, as we will see shortly.

B. Scalability of blind C&F

To demonstrate the scalability, we increase the number of transmitters in our simulation, while keeping all other setups exactly the same as before. In particular, this means that the overhead of our blind C&F schemes is independent of the number of transmitters. By contrast, for any given SNR, the overhead of estimation-based schemes increases linearly with the number of transmitters.

<table>
<thead>
<tr>
<th>SNR</th>
<th>8 dB</th>
<th>10 dB</th>
<th>12 dB</th>
<th>14 dB</th>
<th>16 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherent</td>
<td>71.89</td>
<td>84.80</td>
<td>98.37</td>
<td>97.77</td>
<td>99.32</td>
</tr>
<tr>
<td>Blind</td>
<td>69.11</td>
<td>82.49</td>
<td>92.27</td>
<td>97.26</td>
<td>99.24</td>
</tr>
<tr>
<td>SNR = SNR + 3 dB</td>
<td>28.89</td>
<td>39.08</td>
<td>48.94</td>
<td>59.91</td>
<td>68.95</td>
</tr>
<tr>
<td>SNR = SNR + 6 dB</td>
<td>52.15</td>
<td>64.89</td>
<td>77.63</td>
<td>86.61</td>
<td>92.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SNR</th>
<th>10 dB</th>
<th>12 dB</th>
<th>14 dB</th>
<th>16 dB</th>
<th>18 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>1091.83</td>
<td>843.79</td>
<td>563.40</td>
<td>356.82</td>
<td>325.68</td>
</tr>
<tr>
<td>Algorithm 3</td>
<td>28.50</td>
<td>21.49</td>
<td>15.66</td>
<td>11.77</td>
<td>10.74</td>
</tr>
<tr>
<td>Algorithm 4</td>
<td>273.27</td>
<td>211.30</td>
<td>141.27</td>
<td>89.65</td>
<td>81.96</td>
</tr>
<tr>
<td>Algorithm 5</td>
<td>3.82</td>
<td>3.01</td>
<td>2.35</td>
<td>1.91</td>
<td>1.73</td>
</tr>
</tbody>
</table>

To sum up, our blind C&F schemes scale well with the number of transmitters with respect to overhead, throughput, and complexity, whereas estimation-based schemes suffer from degraded performance in terms of overhead and throughput. This trend is already clear when the number of transmitters is as small as four.

C. Performance of blind C&F in multi-source multi-relay networks

Finally, we evaluate the performance of our blind C&F schemes in a two-source two-relay network as shown in Fig. 1, with a comparison to the coherent scheme described in Sec. II-C as well as the estimation-based scheme described in Sec. III. This helps us to understand the loss due to the lack of knowledge of CSI at the relays.

At first, it looks like that—without CSI—the nth relay using our blind C&F schemes cannot acquire the coefficient vector $a_n$ even if it decodes a linear combination correctly. For example, suppose that the message space $W$ is over $\mathbb{Z}_5$, and the messages at Source 1 and Source 2 are

$$w_1 = (2, 1, 4, 3, 0, 1) \text{ and } w_2 = (3, 2, 2, 4, 1, 2),$$

respectively. Now, suppose that Relay 1 is able to recover

$$u_1 = w_1 + 2w_2 = (3, 0, 3, 1, 2, 0),$$

via our blind decoding schemes. Although Relay 1 knows $u_1$, it cannot infer the coefficient vector $a_1 = (1, 2)$.

To solve this problem, one can apply the header technique developed in [28], which is widely used in practical (digital) network-coding schemes. Specifically, the first two symbols of the messages are used as headers as follows:

$$w_1 = (1, 0, 4, 3, 0, 1) \text{ and } w_2 = (0, 1, 2, 4, 1, 2).$$

In this case, the linear combination $u_1$ becomes

$$u_1 = w_1 + 2w_2 = (1, 2, 3, 1, 2, 0),$$

from which Relay 1 can infer that $a_1 = (1, 2)$ by checking the first two symbols of $u_1$. In general, when there are $L$ sources, the header for the $\ell$th message has the following format:

$$(0, \ldots, 0, 1, 0, \ldots, 0, \ell, \ldots, \ell, 0, \ldots, 0).$$
which allows a relay to infer a coefficient vector by checking the first $L$ symbols of its recovered linear combination.

This header technique incurs an overhead of $L$ symbols, which is negligible when the message length (i.e., the number of symbols in a message) is much larger than $L$ [28]. This header technique can be adapted to any type of nested lattice codes, as explained in [29], [30]. In addition, this header technique supports non-symmetric rates. This is because the use of non-symmetric rates leads to zero-padded messages of equal length [1], for which the first $L$ symbols can still be used as headers.

Now, we are ready to present two methods of applying our blind C&F schemes to a two-source two-relay network.

1) Each relay tries to decode a linear combination using our blind C&F schemes and then forwards its linear combination to the destination.

2) Each relay tries to decode two (linearly independent) linear combinations and forwards its coefficient vectors to the destination, which then decides which linear combinations to request from the relays.

Clearly, Method 1 has lower complexity than Method 2. On the other hand, Method 2 enjoys higher throughput than Method 1, as illustrated in the following example.

Suppose that the message space is over $\mathbb{Z}_5$. Suppose that, with blind C&F decoding, Relay 1 can recover two linear combinations $u_1 = w_1 + 2w_2$ and $u_1' = 2w_1 + w_2$, and Relay 2 can recover only one linear combination $u_2 = 3w_1 + w_2$. If Method 1 is employed, as soon as Relay 1 recovers $u_1$, it forwards $u_1$ to the destination (and doesn’t bother to recover $u_1'$). Similarly, once Relay 2 recovers $u_2$, it forwards $u_2$ to the destination. In this case, the destination obtains $u_1$ and $u_2$, which are, however, linearly dependent, since $u_2 = 3u_1$ (over $\mathbb{Z}_5$). As such, the destination declares an outage event. On the other hand, if Method 2 is employed, Relay 1 recovers both $u_1$ and $u_1'$ and forwards its coefficient vectors $a_1 = (1, 2)$ and $a_1' = (2, 1)$ to the destination. Similarly, Relay 2 recovers $u_2$ and forwards its coefficient vector $a_2 = (3, 1)$. The destination receives three coefficient vectors $a_1$, $a_1'$, and $a_2$, and will decide to request $u_1$ and $u_2$ from Relay 1 and Relay 2, respectively (because $a_1'$ and $a_2$ are linearly independent). In this case, the destination can reconstruct the original messages $w_1$ and $w_2$ by solving a system of linear equations.

In fact, the destination in Method 2 can recover the original messages if one of the following two conditions is met:

1) One relay successfully decodes two (linearly independent) linear combinations, and the other relay successfully decodes at least one linear combination.

2) Each relay successfully decodes exactly one linear combination, and these two combinations are linearly independent.

Otherwise, the destination declares an outage event.

Table VII compares the throughput of our two methods with that of coherent C&F and estimation-based C&F. As we can see, Method 2 clearly outperforms estimation-based schemes, and is able to approach the throughput of coherent C&F. This is quite interesting, because Method 2 does not require any CSI, whereas coherent C&F requires either full CSI at the destination or additional signaling overhead among the relays.

On the other hand, the complexity of Method 2 is roughly twice of that of Method 1, as shown in Table VIII. This is expected, because each relay in Method 2 decodes two linear combinations instead of one. This leads to an interesting performance/complexity tradeoff.

Finally, for a general multi-source multi-relay network with $L$ sources and $R$ relays, we can define $L$ methods based on the number of linear combinations needed to decode at each relay. On one extreme, each relay attempts to decode only one linear combination; at the other extreme, each relay tries to decode $L$ linear combinations. This enables us to achieve a performance/complexity tradeoff for a more general setup, which we leave for our future work.

### Table VII

<table>
<thead>
<tr>
<th>$\text{SNR}$</th>
<th>$6 \text{ dB}$</th>
<th>$8 \text{ dB}$</th>
<th>$10 \text{ dB}$</th>
<th>$12 \text{ dB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherent</td>
<td>61.24</td>
<td>72.63</td>
<td>85.67</td>
<td>92.32</td>
</tr>
<tr>
<td>$\text{SNR}_{est} + 6 \text{ dB}$</td>
<td>39.32</td>
<td>53.35</td>
<td>67.92</td>
<td>79.91</td>
</tr>
<tr>
<td>Method 1</td>
<td>39.33</td>
<td>38.14</td>
<td>40.36</td>
<td>46.19</td>
</tr>
<tr>
<td>Method 2</td>
<td>56.58</td>
<td>71.03</td>
<td>85.21</td>
<td>92.43</td>
</tr>
</tbody>
</table>

### Table VIII

<table>
<thead>
<tr>
<th>$\text{SNR}$</th>
<th>$6 \text{ dB}$</th>
<th>$8 \text{ dB}$</th>
<th>$10 \text{ dB}$</th>
<th>$12 \text{ dB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1</td>
<td>6.83</td>
<td>4.01</td>
<td>2.69</td>
<td>2.01</td>
</tr>
<tr>
<td>Method 2</td>
<td>11.47</td>
<td>7.13</td>
<td>4.47</td>
<td>3.90</td>
</tr>
</tbody>
</table>

### VII. Conclusion

In this paper, the problem of designing blind C&F schemes has been considered. A framework based on error-detection and the Smoothing Lemma has been proposed, which eliminates the need for CSI in C&F. In particular, a generic blind C&F scheme has been developed, and several strategies have been suggested to make it computationally efficient. The effectiveness of our approach has been demonstrated through simulations. The simulation results show that our proposed blind C&F schemes can approach the throughput of coherent C&F with a modest increase in computational complexity.

We believe that there is still much work to be done in this direction, including investigating the effect of the threshold $\delta$ as well as devising more efficient probing lists based on the properties of good scalars.
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